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Identifying Plant Diseases Using Deep
Convolutional Neural Networks

Sunny Desai , Rikin Nayak and Ronakkumar Patel

Abstract In this paper,we have discussed the design of the system that associates the
DeepConvolutionalNeuralNetwork that can estimate the identity of the disease from
the symptoms. Identifying the disease from plants and discovering the possibility that
plant is either infected or not, will decrease the likelihood of risk due to such infection
by taking appropriate steps against it. Proposed CNN is trained and build with higher
precision and accuracy that associate the automatic detection of the disease from the
plant leaves in preference of experienced human inspection. Designing the pure CNN
that can identify the healthy plant species and infected plants with an accuracy of the
99% and which can avoid the significant loss of farmers. Proposed CNN includes the
multiple layers that are trained intensely to identify the convoluted features of the
images. The composition of the CNNmodel is done over the 35,000 training images
with testing set from the same distribution with 4400 images. Detailed results are
discussed in the paper.

Keywords Remote sensing · Deep learning models · Feature extraction image
classification · Disease identification
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Abstract
The availability of low-cost mobile phones and the current broad coverage of GSM net-

works in developing countries presents a huge opportunity to provide services based on

information and communications technologies (ICT). Mobile applications are a very de-

veloped market. So, people have access to mobile signals in their day-to-day lives. Very

popular android applications are constructed for various domains in the market. These

domains include healthcare, business, shopping, food delivery, etc., but the healthcare do-

main is not properly constructed for mobile application for those in rural areas. So, I tried

to provide a time-saving solution for people to decrease the ratio of those with diseases

like heart disease, cancer, diabetes and stress-related health problems. Also provided are

functionalities like communication between patient and doctor, timely reminders to take

medication or be vaccinated, and time-saving use of short messages and video phones.

Keywords: Mobile health, mHealth, healthcare system in India, telecommunication,

development drameworks

Security Designs for the Cloud, IoT, and Social Networking.
Edited by Dac-Nhuong Le et al. Copyright c© 2019 Scrivener Publishing

179

Administrator
Highlight

Administrator
Highlight



Administrator
Highlight



Contents

List of contributors ...................................................................................................xi

Preface .....................................................................................................................xv

CHAPTER 1 Internet of Things�triggered and power-efficient
smart pedometer algorithm for intelligent
wearable devices ..........................................................1
Rajesh Singh, Anita Gehlot, Jatin Kumar Khilrani
and Mamta Mittal

1.1 Introduction ....................................................................................1

1.2 Intelligent wearable device description .........................................3

1.3 Intelligent wearable device pedometer algorithm and

evaluation .......................................................................................4

1.4 Application development ...............................................................6

1.4.1 ThingSpeak server............................................................... 6

1.4.2 Virtuino app ........................................................................ 8

1.5 Software development..................................................................11

1.6 Results ..........................................................................................14

1.7 Conclusion....................................................................................19

References.................................................................................... 22

Further reading ............................................................................ 23

CHAPTER 2 Biosensors and Internet of Things in smart
healthcare applications: challenges and
opportunities ............................................................... 25
Maria Pateraki, Konstantinos Fysarakis,
Vangelis Sakkalis, Georgios Spanoudakis,
Iraklis Varlamis, Michail Maniadakis, Manolis Lourakis,
Sotiris Ioannidis, Nicholas Cummins, Björn Schuller,
Evangelos Loutsetis and Dimitrios Koutsouris

2.1 Introduction ..................................................................................26

2.2 Health challenges for the elderly, older workers, and infants ....27

2.3 Challenges and opportunities for technology-enabled care ........29

2.3.1 Low-cost technology......................................................... 29

2.3.2 Modular, interoperable, expandable solutions.................. 29

2.3.3 Big data and machine learning ......................................... 30

2.3.4 Security and privacy ......................................................... 30

2.4 Internet of Things and Internet of Medical Things building

blocks for health and well-being applications.............................31

v



2.4.1 Smart environment enablers ............................................. 31

2.4.2 Back end enablers for personalized recommendations .... 36

2.4.3 Security and privacy enablers........................................... 37

2.5 Smart healthcare applications—state-of-the-art research

efforts............................................................................................39

2.5.1 SMART BEAR—smart living solution platform

for the elderly.................................................................... 39

2.5.2 sustAGE—smart environments for person-centered

sustainable work and well-being ...................................... 43

2.5.3 xVLEPSIS—an intelligent noninvasive biosignal

recording system for infants ............................................. 47

2.6 Conclusion....................................................................................49

Acknowledgments ....................................................................... 49

References.................................................................................... 49

Further reading ............................................................................ 53

CHAPTER 3 Wearable electroencephalography technologies
for brain�computer interfacing ................................. 55
S.R. Liyanage and Chintan Bhatt

3.1 Introduction ..................................................................................55

3.2 Current state of brain�computer interface-based

communicators .............................................................................56

3.3 Current developments in sensor technology................................61

3.4 Current developments in wearable and wireless

brain�computer interface ............................................................63

3.5 The future of wearable brain�computer interface ......................69

References.................................................................................... 71

Further reading ............................................................................ 77

CHAPTER 4 AdaptableSDA: secure data aggregation
framework in wireless body area networks............... 79
Vivaksha J. Jariwala and Devesh C. Jinwala

4.1 Introduction ..................................................................................79

4.2 Background...................................................................................82

4.2.1 Proposed work................................................................... 85

4.3 Main focus of the chapter ............................................................85

4.3.1 AdaptableSDA: end-to-end integrity ................................ 86

4.3.2 AdaptableSDA: hop-by-hop integrity............................... 88

4.3.3 Proposed aggregation protocol ......................................... 90

4.3.4 Establishment of keys ....................................................... 95

4.3.5 Aggregation phase............................................................. 96

vi Contents

Administrator
Highlight



CHAPTER

3Wearable
electroencephalography
technologies for
brain�computer interfacing

S.R. Liyanage1 and Chintan Bhatt2
1University of Kelaniya, Kelaniya, Sri Lanka

2Charotar University of Science and Technology, Anand, India

Chapter Outline

3.1 Introduction .......................................................................................................55

3.2 Current state of brain�computer interface-based

communicators ..................................................................................................56

3.3 Current developments in sensor technology .........................................................61

3.4 Current developments in wearable and wireless

brain�computer interface...................................................................................63

3.5 The future of wearable brain�computer interface ................................................69

References ...............................................................................................................71

Further reading .........................................................................................................77

3.1 Introduction
The recent development of brain�computer interfaces (BCIs), which are devices

that use brain signals as a nonmuscular communication channel [1] has provided

an important element for the creation of systems capable of brain-to-brain (B2B)

communication and precise brain stimulation. These advances have enabled pro-

duction of noninvasive computer�brain interfaces (CBI). BCI and CBI technolo-

gies can be combined to realize the vision of hyperinteraction, noninvasive,

computer-mediated B2B communication between subjects.

In B2B systems, the conscious transmission of information between human

brains can be achieved through the intact scalp and without intervention of motor

or peripheral sensory systems [2]. Pseudorandom binary streams encoding words

have been transmitted between the minds of an emitter subject and a receiver sub-

ject separated by great distances. Grau et al. [2] have established that Internet-

mediated B2B communication is possible via combination of a BCI based on

Wearable and Implantable Medical Devices. DOI: https://doi.org/10.1016/B978-0-12-815369-7.00003-3

© 2020 Elsevier Inc. All rights reserved.
55

Administrator
Highlight

Administrator
Highlight



Proceedings of the 6th International Conference of Control, Dynamic Systems, and Robotics 

(CDSR'19) Ottawa, Canada – June 6-7, 2019 

Paper No. CDSR 110  

DOI: 10.11159/cdsr19.110 

CDSR 110-1 

 

 

Assessment of Visual Servoing Techniques for Target 
Localization  

 
Khushali Saraiya1, Dippal Israni1, Parth Goel2  

1
U & P. U. Patel Department Of Computer 

Engineering CSPIT, CHARUSAT, Changa, India 
17PGCE024@charusat.edu.in;dippalisrani.ce@charusat.ac.in 

2
Computer Engineering Department, 

DEPSTAR 

CHARUSAT, Changa, India 

er.pathgoel@gmail.com 

 
 

Abstract - Robotics is advancing rapidly in the research area of designing, controlling and building new robots for domestic, 

commercial and military applications. In addition to these, it also becomes easy to control objects in dangerous locations like 

bomb defusal, mines and exploring shipwrecks. Visual Servoing (VS) is a technique that controls a robot and gives the motion 

to achieve the field of technologies such as bionomics and security guard. In robotics, the most important part is to place cameras 

in the workspace such that each and every place is visible during the whole task. In Visual Servoing, the challenge is to achieve 

kinematics that gives ease to pick and place objects. This paper represents an overall idea, state of the art techniques and 

architecture for camera control techniques and robot control techniques. This paper also highlights examples related to forward 

kinematics and inverse kinematic using Matlab. 

 

Keywords: Visual Servoing, Position Based Visual Servoing, Image-Based Visual Servoing, Kinematics. 

 
 

1. Introduction 
Robotics is gradually upgrading manufacturing industry to engineer the environment so that it will simplify 

the detection and retrieval of the item. The vision that is primarily based on absolute control or visual servoing 

based is used as a solution in robot organization. This also helps to grow the dexterity and intelligence of the robot 

system. Visual servoing is a technique that controls the motion of the robot. 

Visual servoing is used within the self-sufficient automobile systems, cellular robotics, pick and drop packages 

and to evaluate the reference frame with the streaming body [1]. Similarly, this approach is utilized in path finding 

algorithms, object tracking [2], monitoring and item reorganization [3]. 

For any visual servoing technique there are two important aspects 1) Camera technique to be implemented for 

applying vision to robot 2) Control technique that helps required the object to reach the desired location. 

 

2. Related Work 
In visual servoing, the camera position is the most imperative part to make the object reach its destination. 

Similarly, this technique is also beneficial to reach the destination, based on the distance of an object with respect 

to the digital camera. 

 

2.1. Camera Techniques 

There are three primary methods to place cameras in VS: Eye-in hand, Eye-to hand, and Hybrid. 

Administrator
Highlight



Next-Generation Wireless Networks Meet Advanced Machine Learning
Applications
Ioan-Sorin Comşa (/affiliate/ioan-sorin-coma/341187/) (Brunel University London, UK) and Ramona Trestian (/affiliate/ramona-
trestian/262213/) (Middlesex University, UK)

Release Date: January, 2019
Copyright: © 2019
Pages: 356
DOI: 10.4018/978-1-5225-7458-3
ISBN13: 9781522574583
ISBN10: 1522574581
EISBN13: 9781522574590
ISBN13 Softcover: 9781522585954

Hardcover: $156.00
List Price: $195.00

(/book/next-generation-wireless-networks-meet/207258?f=hardcover)
Current Special Offers

 Available 

E-Book: $156.00
List Price: $195.00

(/book/next-generation-wireless-networks-meet/207258?f=e-book)
Current Special Offers

 Available 

Hardcover + 
E-Book: $188.00

List Price: $235.00

(/book/next-generation-wireless-networks-meet/207258?f=hardcover-e-book)
Current Special Offers

 Available 

Softcover: $120.00
List Price: $150.00

(/book/next-generation-wireless-networks-meet/207258?f=softcover)
Current Special Offers

 Available 

OnDemand:
(Individual Chapters)

$37.50

(/book/next-generation-wireless-networks-meet/207258#table-of-contents)
Current Special Offers

 Available 

Description

https://www.igi-global.com/affiliate/ioan-sorin-coma/341187/
https://www.igi-global.com/affiliate/ramona-trestian/262213/
https://www.igi-global.com/book/next-generation-wireless-networks-meet/207258?f=hardcover
https://www.igi-global.com/book/next-generation-wireless-networks-meet/207258?f=e-book
https://www.igi-global.com/book/next-generation-wireless-networks-meet/207258?f=hardcover-e-book
https://www.igi-global.com/book/next-generation-wireless-networks-meet/207258?f=softcover




Table of Contents



Preface................................................................................................................................................. xiv

Acknowledgment...............................................................................................................................xxii

Section 1
Machine Learning Evolution for Wireless Communications

Chapter 1
TheRoleandApplicationsofMachineLearninginFutureSelf-OrganizingCellularNetworks.......... 1

Paulo Valente Klaine, University of Glasgow, UK
Oluwakayode Onireti, University of Glasgow, UK
Richard Demo Souza, Federal University of Santa Catarina (UFSC), Brazil
Muhammad Ali Imran, University of Glasgow, UK

Chapter 2
MachineLearninginRadioResourceScheduling................................................................................ 24

Ioan-Sorin Comşa, Brunel University London, UK
Sijing Zhang, University of Bedfordshire, UK
Mehmet Emin Aydin, University of the West of England, UK
Pierre Kuonen, University of Applied Sciences of Western Switzerland, Switzerland
Ramona Trestian, Middlesex University London, UK
Gheorghiţă Ghinea, Brunel University London, UK

Chapter 3
MachineLearningforInternetofThings.............................................................................................. 57

Ramgopal Kashyap, Amity University Chhattisgarh, India

Chapter 4
ASurveyonRoutingProtocolsofWirelessSensorNetworks:AReliableDataTransferUsing
MultipleSinkforDisasterManagement............................................................................................... 84

Chandana Rani Kandru, VIT AP University, India
Ravi Sankar Sangam, VIT AP University, India





Chapter 5
Review:EffectiveSolutionsforChallengesinCognitiveRadioNetworks........................................ 100

Madhushi P. Ranasinghe, Charles Sturt University, Australia
Malka Halgamuge, The University of Melbourne, Australia

Chapter 6
OverviewofMachineLearningApproachesforWirelessCommunication....................................... 123

Tolga Ensari, Istanbul University, Turkey
Melike Günay, Istanbul Kultur University, Turkey
Yağız Nalçakan, Altinbas University, Turkey
Eyyüp Yildiz, Erzincan University, Turkey

Chapter 7
MachineLearninginWirelessCommunication:ASurvey................................................................ 141

Neha Vaishnavi Sharma, Manipal University Jaipur, India
Narendra Singh Yadav, Manipal University Jaipur, India

Section 2
Machine Learning and Artificial Intelligence Applications

Chapter 8
GuaranteeingUserRatesWithReinforcementLearningin5GRadioAccessNetworks.................. 163

Ioan-Sorin Comşa, Brunel University London, UK
Sijing Zhang, University of Bedfordshire, UK
Mehmet Emin Aydin, University of West of England, UK
Pierre Kuonen, University of Applied Sciences of Western Switzerland, Switzerland
Ramona Trestian, Middlesex University London, UK
Gheorghiţă Ghinea, Brunel University London, UK

Chapter 9
OnlineLearningandHeuristicAlgorithmsfor5GCloud-RANLoadBalance................................. 199

Melody Moh, San Jose State University, USA

Chapter 10
MachineLearning-BasedSubjectiveQualityEstimationforVideoStreamingOverWireless
Networks............................................................................................................................................. 235

Monalisa Ghosh, Indian Institute of Technology Kharagpur, India
Chetna Singhal, Indian Institute of Technology Kharagpur, India

Chapter 11
AdaptivePrincipalComponentAnalysis-BasedOutliersDetectionThroughNeighborhoodVoting
inWirelessSensorNetworks.............................................................................................................. 255

Ekaterina Aleksandrova, University of Glasgow, UK
Christos Anagnostopoulos, University of Glasgow, UK





Chapter 12
IntelligentTrackingandPositioningofTargetsUsingPassiveSensingSystems............................... 286

Saad Iqbal, NUST School of Electrical Engineering and Computer Science (SEECS), 
Pakistan

Usman Iqbal, NUST School of Electrical Engineering and Computer Science (SEECS), 
Pakistan

Syed Ali Hassan, NUST School of Electrical Engineering and Computer Science (SEECS), 
Pakistan

Chapter 13
CHEERBOT:AStepAheadofConventionalChatBot...................................................................... 306

Chintan Bimal Maniyar, Charotar University of Science and Technology, India
Chintan Bhatt, Charotar University of Science and Technology, India
Tejas Nimeshkumar Pandit, Charotar University of Science and Technology, India
Dewanshi Harishankar Yadav, Charotar University of Science and Technology, India

Compilation of References............................................................................................................... 323

About the Contributors.................................................................................................................... 348

Index................................................................................................................................................... 354

Administrator
Highlight



306

Copyright © 2019, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  13

DOI: 10.4018/978-1-5225-7458-3.ch013

ABSTRACT

The objective of this chapter is to discuss the authors’ interaction and involvement with technology and 
bots, opening a whole new and wide scope of possibilities while letting bots comfort us. The prevalence 
of bots and automation is increasing by every passing day – Cortana, Siri have been here for a long 
time and have now been overtaken by Alexa and other home automation systems that provide a two-
way dialogue conversations. This chapter explores the possibilities of creating bots that can cheer us 
up when we are sad. Analyzing the semantics of our sentences and analyzing the pitch of our voice to 
identify our emotional state, and then providing an n-way dialogue conversation, relevant to the then 
existing context, instead of the mundane two-way dialogue conversation is the lucid content of this chap-
ter. Summing it up, this chapter examines the possibility of creating bots that can serve as an emotional 
support to us humans.

INTRODUCTION

Our society is now being reshaped by rapid advances in information technology, leading towards the age 
of auto-intelligence. Over the past couple of years, we have been swarmed by various new kinds of bots. 
Bots are automated with software or hardware that are powered by the advances in Artificial Intelligence 
technologies. The two most appealing disciplines of AI are Machine Learning and Deep Learning. These 
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1. Evolution of Big Data: 

 

Due to enhancement of technology, a lot of data is being generated. Fig 1 shows 

sources of the big data. Initially we had landline phones, now we have smart phones that 

are making our life smarter. Apart from that, we used bulky desktop for processing small 

amount of data (we used floppy and hard disk to store data but now we can store data on 

to the cloud).  The generated data is not in the format that can be handled by Relational 

Database. Apart from that volume of data is also increased exponentially. IOT is another 

reason for the evolution of big data. For example, self-driving car is an example of IOT 

which connects physical devices with internet and makes the device smarter and for that a 

lot of data is generated from the different sensors.  Another source for the big data is 

social media where data is generated in different format.  

 
Fig 1. Different Sources of Big Data 

 

1.1 Characteristics of Big Data:  

 

1. Volume:  

In the today’s world, due to enhancement of technology data is growing rapidly. 

According to survey by 2020, accumulated digital universe of data will grow from 4.4 

zetabytes today to around 44 zetabytes, or 44 trillion gigabytes.  

Sources  

of Big 
data 

IOT 

Social 
Media 

Public 
Data 

Transaction
al Data 

Enterprise 
Data 
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Abstract

To find most suitable classifier is possible either through cross-validation, which suffers
from computational cost or through expert advice which is not always feasible to have.
Meta-Learning can be a better approach to automate this process, by generating Meta-
Examples which is a combination of performance results of classification algorithms on
input datasets and Meta-Features. With the increasing number of datasets and
underlying complexity of algorithms, makes even the Meta-Learning process expensive.
So, Active Meta-Learning can help by optimizing the generation of Meta-Examples along
with maintaining the performance of classification algorithms. Proposed work here
provides a ranking of classifiers using SRR and ARR ranking method and compares
Meta-Learning with Active Meta-Learning. In this work, evaluation methodology based
on ideal ranking is presented, which shows that proposed method leads to significantly
better ranking with reduced Meta-Examples. The executed experiments discovered a
considerable improvement in Meta-Learning performance that supports nonexperts
users in the selection of classification algorithms.
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ABSTRACT

The chapter is about deep learning fundaments and its recent trends. The chapter 
mentions many advanced applications and deep learning models and networks to 
easily solve those applications in a very smart way. Discussion of some techniques for 
computer vision problem and how to solve with deep learning approach are included. 
After taking fundamental knowledge of the background theory, one can create or solve 
applications. The current state-of-the-art of deep learning for education, healthcare, 
agriculture, industrial, organizations, and research and development applications 
are very fast growing. The chapter is about types of learning in a deep learning 
approach, what kind of data set one can be required, and what kind of hardware 
facility is required for the particular complex problem. For unsupervised learning 
problems, Deep learning algorithms have been designed, but in the same way Deep 
learning is also solving the supervised learning problems for a wide variety of tasks.
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Chapter 2
Performance Analysis of Network
with Different Queuing Mechanisms
in TCP/FTP and UDP/FTP Scenario

Nehal Patel and Radhika Patel

Abstract Implementation, performance analysis, and network management are the
leading issues in the vast field of computer. The choice of the several queues com-
pletely depends on the requirement of the broadcast of data. Safe and reliable prop-
agation of data is an elementary obligation of a computer network. In the present
situation, there is a strong necessity of calibration, testing, and extensive deployment
of queue organization patterns in routers, which is liable for the enhancement of
today’s performance of the Internet. Queues presentation calculation needs a tangi-
ble research effort in themeasurement aswell as utilization of router workings, which
developments to guard the Internet from drifts that are not adequately amicable to
notification of congestion. In this paper, we assess the act of Drop Tail, RED, SFQ,
and FQ by varying the queue size. We are representing the detailed performance
analysis and comparison of the various queues in terms of throughput and packet
loss.

Keywords NS2 · Drop tail · RED · SFQ · FQ · Packet drop · Queue size ·
Throughput

2.1 Introduction

The importance of Computer Networks and Internetworking layer has been tremen-
dously increased in the recent decade. In the digitalized era of computer networks,
sharing of information is only possible through networking where end-devices are
connected via various links. But the transmission of the data packet in the network is
carried out with the help of transport protocols. Among various transport protocols,
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Preface

The healthcare industry is undergoing histrionic transformation in promoting patient-

centered services based on reasoning and analysis for healthcare delivery and patient

treatment. Such a transformation requiresBigData analysis, which ismainly associated

with data analytics that has a significant role and impact on healthcare, social networks,

andmanufacturing. This BigData arises from increased reliance on the digital technol-

ogies in healthcare systems, the clinical environment, and many other systems and

applications. Healthcare providers are transforming their data mountains from raw

information into actionable insights. In the healthcare sector, there is rising interest

in effective healthcare data acquisition, analysis, and processing across different health-

care organizations. Efficient data management plays an imperative role in refining the

performance of the healthcare systems in hospitals/clinics. Gathering, analyzing, inter-

preting,andevaluatinghealthcaredata for specificperformancemeasuresassistshealth-

care professionals to make corrective adjustments, to identify accurate treatment

plans, and to track outcomes. Several difficult puzzles face the providers in diagnostics

and treatment, leading to the emergent need for advanced clinical decision support tools

to leverage these new information resources. In addition, due to the central role of the

electronic medical records in all aspects of healthcare, various organizations struggle

with how to make their electronic medical records (EMRs) more secure, with easy

access and sharing of the patient’s data and records. In order to solve such challenges,

the oncologydomain,which is undergoingvast changes due to precisionmedicine tech-

niques, is considered an active tool inmedical healthcare data analysis for easier access

to large EHR data sets, for increasing the decision support system capabilities.

This book contains 11 chapters covering the following studies. In Chapter 1 Dutta

and Upadhyaya present the challenges faced by today’s healthcare systems and analyze

how to overcome these with the help of pervasive healthcare. They present an assess-

ment of the current and future IoT healthcare market along with a listing of the key

players in the IoT healthcare market. In Chapter 2 the challenges and analysis of data

migration techniques are introduced. Tomar et al. also present the technology back-

ground, applications, and challenges in NoSQL cloud-based technology. In

Chapter 3 Tabari et al. establish a sophisticated platform in an attempt to develop a deci-

sion support system with a multiobjective programming model for an efficient alloca-

tion in the Iranian Ministry of Health and Medical Education. Shirisha developed a

novel algorithm that uses a large key that offers higher security against attacks on data

confidentiality with lower computational costs than the conventional ones, to provide

security and privacy to large data sets at rest as well as during transmission, in

Chapter 4. A large key bunch matrix is chosen with 2048 bits and the block cipher

is developed, although the size of the key is further expandable with very trivial changes

in the computational costs that would be incurred, in spite of using a lower configured

computing system. The relaxation of the key-size constraints was realized, thus paving

the way for using the keys with a large number of bits in the cryptosystem and enhanc-

ing the security, without overburdening the system with complex and time-consuming

xix



computations involved in the encryption and decryption procedures. Then, a compar-

ative analysis of the semantic framework in healthcare is conducted by Shah and Thak-

kar. In Chapter 5 the authors analyze the data effectively for making an automatic

decision regarding a patient’s health risk level, whether the patient is at low risk, mod-

erate risk, or high risk. In Chapter 6 a smart ambulance system using the concept of big

data and Internet of Things is proposed by Dumka and Sah. A novel approach is pro-

posed with a smart ambulance equipped with IoT technology to disseminate the infor-

mation to a main center or hospital, where doctors can treat a patient using equipped

nurses in the ambulance through wireless body sensor technology (WBSN). In

Chapter 7 Gospodinov et al. present the use of mathematical methods for the analysis

of electrocardiographic data, specifically based on an essential diagnostic parameter,

such as heart rate variability (HRV). In Chapter 8 Dumka et al. illustrate the role of

body sensor networks in medicine and healthcare applications to collect information

about the patients, generating their needful database, connecting payment gateways,

and insurance providers along with a cadaver implementation system, including legal

formalities within a single proposed platform. The proposed system uses an implantable

wireless body sensor for transmission of information on the body part to themain station

through a wireless sensor. The proposed system is integrated with wearable devices,

wearable body area network (WBAN), near field communication (NFC), narrowband

Internet of Things (NBIoT), and long range low power wireless platform (LoRa)

integrated on a single monitoring system through a customized user interface. In

Chapter 9, Banerjee et al. include a generic set of designs and libraries of data structure

towards design methodologies. The features of sensing capacity of a sensor, precise-

ness, persistence, and data acquisition can be used as a core statistical model and thus

an emerging machine-learning model is proposed to solicit a generic design methodol-

ogy for IoT design. In Chapter 10, Parah et al. propose a reversible and secure Electronic

Patient Record (EPR) embedding technique, using histogram bin shifting and RC6

encryption. Finally, in Chapter 11, Parah et al discuss a secure and reversible data hiding

scheme for healthcare system using magic rectangle and a new interpolation technique.

This volume is anticipated to disseminate cutting-edge research that delivers

insights into the analytic tools, opportunities, novel strategies, techniques, and chal-

lenges to researchers, engineers, and developers for handling big data and data ana-

lytics and management in healthcare. We the editors have a great appreciation for the

authors’ high-quality contributions as well as for the respected referees for their

accurate, detailed, and timely review comments. Special thanks go to our publisher,

Elsevier. We hope this book will stimulate further research in healthcare data

analysis and management.
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Scope of Chapter:

In the recent years many users have surfed the online web documents for the

health related information. This indicates the high demand of putting updated and

high quality data of healthcare which can be accessible to patients as well as many

healthcare stack holders. This chapter seeks to help satisfy that demand by analyzing

health data and designing framework based on semantic methods powered by open

source technologies JADE, WADE, RDF and ontologies. Framework discussed in

this chapter accept the data from the various healthcare standards like HL7

(Healthcare Level 7) and FHIR (Fast Healthcare Interoperability Resource). Initially

framework convert the data to the standard format RDF (Resource Description

Framework) using syntactic transformation methods and finally by applying seman-

tic transformation you can analyze and find the accurate meaning of data. Apart from

frameworks, this chapter also discusses the various software tools like PACS (picture

archiving and communication system), DICOM (Digital Imaging Communicating

Medicine) and RIS (Radiology Information system). These tools are used to change

the traditional healthcare practice of maintaining all the records within file and some

hard storage with the high risk of stolen data or crashing of hard data by converting

and managing everything digitally. So the main aim of this chapter is to analyze the

data effectively for taking automatic decision regarding patient’s health risk level

whether the patient is at low risk, moderate risk or high risk.

1 INTRODUCTION
More than seven thousand languages are spoken around the globe [1]. Despite the

fact that individuals speak distinctive languages, they find a way to communicate

by either agreeing on the same language or by utilizing a translator. This basic con-

cept is known as interoperability. Broadly speaking, we must have a common plat-

form or system through which every individual or organization is able to work

together to achieve a common objective [2]. This concept plays a very important role

in our daily lives as well. It was initially defined in the information technology (IT)

field for exchanging or sharing information [3]. We can take the example of the

World Wide Web, which is a large interoperable network of documents whose stan-

dards are defined by the World Wide Web Consortium (W3C) [4].

Similarly this concept is applicable in healthcare, where a need exists to develop a

semantic-based framework and a multiagent system to retrieve and exchange infor-

mation among the different hospitals and medical institutions. According to a survey

made by the World Health Organization (WHO) in India, only 5% of individual doc-

tors and 12% of hospitals are participating in the exchange of health information

(Fig. 1). These numbers are very small compared to other countries like the United

States and the United Kingdom. To achieve interoperability is the biggest challenge

in healthcare, because every hospital stores data in its own format and to communi-

cate between each electronic health record (EHR), we must have a common system

or framework that allows us to retrieve meaningful patient information in a secure
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Medical image diagnosis for
disease detection: A deep
learning approach
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1 INTRODUCTION
Before recent decade healthcare data availability was very hard, if it was available at

that time the size of the data was very small. But in the current world, those issues are

gone. Because of the incredible development in image procurement devices, the data

is quite large, which makes it more applicable and effective for image analysis. This

express progress in biomedical digital images and modalities involves widespread

and monotonous efforts by the experts of medical domains such as radiologists, gen-

eral physicians, etc. Especially for digital image analysis that includes human error,
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required huge analysis and diagnosis variations depending on subject experts. To

solve these kinds of issues, machine learning (ML) techniques provide automated

diagnosis solutions; however, traditional ML methods are not appropriate to handle

complex problems. Collaboration between high-performance computing (HPC) and

ML gives us promising results in terms of complex problems. HPC and ML collab-

orations ultimately lead to Deep Learning (DL), and this will give ultimate results on

large medical image datasets. This will give accurate analysis and diagnosis results.

DL provides us automated feature selection furthermore it does not only identify the

disease but also quantify prognostic goal and delivers tortuous estimate models to

increase the diagnosis ability of medical experts.

Machine Learning is a most important field that is mainly helpful to make

decision-making systems, recommendation systems, image analyzing systems,

web searching, and so on. Several ML algorithms such as Artificial Neural Network

(ANN), Random Forest (RF), the Hidden Markov Model (HMM), SVM (Support

Vector Machine), Gaussian Networks (GN), etc., are applied in the fields of biomed-

ical image processing.

Medical image processing comes under bioinformatics research. Medical digital

image processing is one of the data modalities of bioinformatics. Apart frommedical

images, there are two more data modalities: omics (mostly sequential data) and bio-

medical signaling. Over the last few years, the use of such advanced DL techniques

applied in the fields of medical image processing has grown rapidly. The current evi-

dence of such systems is IBM’sWATSONS [1] and GOOGLE DeepMind [2]. These

projects have used DL algorithms to solve several bioinformatics problems. IBM’s

Watson use the ontology of patient health specification records collected by doctors

for finding optimal solutions [1]. Google’s DeepMind created a DeepMind health

system for solving heath-related problems and terminology [2]. Medical imaging

domains contain raw data that may not be applied to the traditional algorithms of

ML. The reason behind that is structure of medical images same times very complex

(number of features are very high). So, handcrafted feature selection (ML)

approaches not good for Medical Image analysis. These traditional algorithms that

are mainly responsible to extract the feature Vector among such input sequences, for

analysis the imaging.

Neural network architecture mainly needs feature vectors for input data. Medical

image domain data needs to process the raw data images for feature vectors to give

this input to such neural networks. Preprocessing of such raw data is much more

expansive and quite more time consuming to do. A Deep Neural Network (DNN)

helps to solve these problems through DL. Bioinformatics is broad domain to

explore the DL phenomena. A beautiful definition by Merriam-Webster calls

“bioinformatics as a collection of data, to do classification make prediction using

feature extraction by analysis of biochemical properties and biological information

using the computers.” Research domains in bioinformatics are protein structure

prediction, Gene expression regulation, protein classification, and anomaly classifi-

cation [3–6]. Data availability in the fields of bioinformatics fall into these

38 CHAPTER 3 Medical image diagnosis for disease detection
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ABSTRACT

In the era of big data, large amounts of data are generated from different areas like 
education, business, stock market, healthcare, etc. Most of the available data from 
these areas are unstructured, which is large and complex. As healthcare industries 
become value-based from volume-based, there is a need to have specialized tools 
and methods to handle it. The traditional methods for data storage and retrieval can 
be used when data is structured in nature. Big data analytics provide technologies 
to store large amounts of complex healthcare data. It is believed that there is an 
enormous opportunity to improve lives by applying big data in the healthcare industry. 
No industry counts more than healthcare as it is a matter of life and death. Due 
to rapid development of big data tools and technologies, it is possible to improve 
disease diagnosis more efficiently than ever before, but security and privacy are two 
major issues when dealing with big data in the healthcare industry.

Big Data, Privacy, 
and Healthcare

Nirav Bhatt
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A Novel Hybrid Method for Time Series
Forecasting Using Soft Computing
Approach

Arpita Sanghani, Nirav Bhatt and N. C. Chauhan

Abstract Improving the forecasting accuracy of time series is important and has
always been a challenging research domain. From many decades, Auto-Regressive
Integrated Moving Average (ARIMA) has been popularly used for statistic forecast-
ing however it will solely forecast linear half accurately because it cannot capture
the nonlinear patterns. Therefore here, we have projected a hybrid model of ARIMA
and SVM. As Support Vector Machine (SVM) has demonstrated great outcomes in
solving nonlinear regression estimation problems and to utilize the linear strength of
ARIMA. Comparison with other models using different datasets has been done and
the results are very promising.

1 Introduction

Time series prediction is an endlessly growing analysis domain. The accuracy of
prediction is themain goal to realize. Prediction future is the best exploitation by time
series prediction. With the statistic prediction, past data assortment of the constant
variable is used to build a model to forecast long-term accessibility of those data.
Then established model is utilized thus on extrapolate the statistic into the longer
term. This modeling approach is very useful once little information is obtainable
regarding past variables and no different things are thought [1–5].
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Abstract— Internet of Things (IoT) is ever growing 

domain for communication & sharing data to and from the 

real world objects like Sensors, Actuators, Machines, 

RFIDs etc. where every object has a unique framework for 

communication, information sharing and information 

processing. IoT implants brilliance in internally associated 

objects for communication, sharing information, decision 

making and for providing serviceability as per 

requirement. Today billions of things (objects) are 

connected together using different mediums, generates 

data with different formats and follows different standards 

to offer different services. Thus, the heterogeneity of 

architecture, network protocols used by things and data 

generated by things leads to the several issues such as 

standardization, security and privacy issues, scalability, 

complexity in network etc. This paper provides the brief 

idea about various issues & challenges of IoT as well as 

leading technologies which can be associated with IoT to 

provide solution to these issues. 

Keywords——IoT, IoT architechture, network layers, 

standardization, sensors, security and privacy, energy consumption, 

Identity management, Interoperability, scalability, Blockchain, 

Bigdata 

I.  INTRODUCTION 

Change is the only thing which is constant in this world. A 

little change in technology changes human life and their 

lifestyle. For example, when there were no telephone devices, 

people were used to communicate or share information with 

each other through letters. When the invention of telephone 

was done, human life changed. People can communicate 

easily from their house and then comes the invention of 

mobile phone, through which people can communicate with 

each other from anywhere. In similar way, today to make 

human life easier and comfortable, new emerging technology 

which is very much popular in this era is IoT – Internet of 

Things.  

Kevin Ashton proposed the term “Internet of Things” for 

the first time in 1998 where he mentioned that “The Internet if 

Things has the potential to change the world, just as the 

Internet did. May be even more so”[9]. After that, the MIT 

Auto-ID center introduced their IoT vision in 2001. Today we 

can see the use of IoT in day to day life. For example, 

wearable can intimate the humans about their fitness by 

analyzing heart beats, no of kms the person walking by 

analyzing steps etc. In nearer future, health issues will be 

diagnosed by using phones, cameras, wearables, special kind 

of sensors etc. Thus, health care services will be available 24/7 

at any location of world [1].  

The name of the technology itself says that it is used to 

connect different things together to offer higher level of 

services to the society and business. Thus, by connecting 

different devices with each other, IoT provides a platform for 

devices not only to communicate with each other but also 

facilitate to sense, process and perform computation at 

anytime from anywhere. IoT provides different kind of 

applications like smart home, smart city, smart transportation, 

smart parking, etc. which can be used in different fields such 

as home automation, healthcare, agriculture, transportation, 

factory, etc.  

IoT offers number of benefits and makes human life easier 

and more comfortable but it also increases the numbers of 

challenges with the growth of connected devices in network. 

Increasing rate of connected devices leads to energy 

consumption which increases the emission of CO2 in 

environment, network complexity, connectivity issues, 

security and privacy of shared data, interoperability of 

connected devices, standardization of different devices 

manufactured by different firms and communication protocols 

used by them, heterogeneity of data etc. which provides 

direction to many researchers to work for it. 

Proceedings of the Third International Conference on Electronics Communication and Aerospace Technology [ICECA 2019]
IEEE Conference Record # 45616; IEEE Xplore ISBN: 978-1-7281-0167-5

978-1-7281-0167-5/19/$31.00 ©2019 IEEE 757
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A B S T R A C T 

Detecting text from natural images is an ongoing field of research. In this paper, we propose a text-

extraction and detection algorithm pipeline for obtaining information about a particular book by using 

computer vision. Features of the book such as its reviews, rating and, the price can be displayed to the end 

user, thus helping people make an informed decision about the book on which they are going to spend 

time reading. The text detection algorithm uses edge-enhanced Maximally Stable External Region for 

identifying the text-blob segments accompanied by various non-text area filtering algorithms to find the 

bounding boxes. These bounding boxes are then chained together and undergo OCR, performed by the 

Tesseract engine. The results of the extracted text are further improved by performing post-processing 

NLP techniques such as domain-based OCR and typo correction. The method proposed in this paper has 

extended use cases in different areas of text detection from natural images. 

 

© 2019SUSCOM. Hosting by Elsevier SSRN. All rights reserved. 

Peer review under responsibility of International Conference on Sustainable Computing in Science, Technology and Management.

1. Introduction 

There goes a very famous saying that, “don’t judge a book by its cover”; but often, before choosing a book to read or refer to, we wish to know if the time 

spent on reading the book will be worth it. Many times, we like to physically examine the book by visiting a bookstore or a library before buying it rather 

than online purchase. The solution can be achieved by developing an app, we just need to point the camera of our device at the book and it would then 

display ratings, reviews, and price of the book! 

The solution to this problem can be achieved by making use of Computer Vision technology. CV (Computer Vision) combined with Natural language 

processing and Optical character recognition can extract the important features of a book to yield the desired results. We first make use of CV to detect the 

ROI (Region of interest) by making use of some blob detection and specialized algorithms such as MSER. Once, the area of significance is detected, we 

apply various OCR methods to extract the meta contents of the book such as the book title, author etc. and then apply natural language processing 

algorithms on it to further refine and improve the text detection efficiency and accuracy. All the extracted text information is then processed and used to 

find the ratings, reviews and, the price of the book off the internet. 

This system can further be extended to build an autonomous robot capable to generate a statistical report of all the books currently present in a new 

unorganized library or may be used in segregating the books back to their respective shelves in a library environment instead of existing human intervened 

segregation process which is very tedious and demanding. 

 

2. Related Work 

Computer Vision started its development in the late 1960s with the goal of mimicking the human visual system, so that the computer could, “describe 

what it saw”. Many advances have been made in this field since then. Today, many feature-based methods are being used combined with machine learning 

techniques and more complex algorithms.  

Chirag Patel in their work on “Optical Character Recognition by Open Source OCR Tool Tesseract: A Case Study” concluded that the Tesseract 

engine is a better choice for certain use cases of OCR when compared to Transym. It was also found, that Tesseract engine, in general, is faster when 

 Electronic copy available at: https://ssrn.com/abstract=3358207 
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In recent years, researchers have used polymeric nanofibers for various drug delivery and 
tissue engineering scaffold applications. Nanofibers exhibit a range of unique features and 
properties, such as the simplicity of their fabrication, the diversity of materials suitable for 
processing into fibers, possession of high surface area, and a complex pore structure. 
Nanofibers with effective drug-loading capability, slow release, and good stability have 
attracted much attention for their potential application in locally controlling drug release. This 
chapter provides a review of polymeric nanofibers for controlled drug delivery applications 

( and their future prospectives. 
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A Comprehensive Analysis of Convolutional Neural Network Models 
 

Sanskruti Patel1 
1 Faculty of Computer Science and Applications, Charotar University of Science and Tech-

nology (CHARUSAT), Changa, Gujarat, India 

Abstract. Deep learning is an emerging field of machine learning that has been grown rapidly and 
applies to many domains with high success frequency including image processing, speech recognition 
and text processing. Experiments shows its high applicability and significant performance compared 
with traditional machine learning approaches. Deep learning algorithms are mainly an inheritor of 
artificial neural network architecture with higher number of hidden layers, therefore known as deep 
neural networks. A type of feed forward network, Convolutional Neural Network (CNN), is one of the 
most widespread deep neural network models. This paper presents a brief survey of well-known and 
established CNN models. It also contains comparative evaluation of these models by considering dif-
ferent parameters. 

Keywords: Deep learning, CNN Models, Convolutional Neural Network 

1.1 Introduction 
In recent years, there is a rapid growth observed in the field of Artificial Intelligence (AI) and Ma-
chine Learning (ML) and they are successfully implemented in many domains including image analy-
sis, object detection, natural language processing robotics and many more [1]. Machine learning algo-
rithms develops computerized models that makes machines to act like human expert. To uncover the 
basic patterns among data and to build prediction models, machine learning algorithms depends on 
training data [2].  Deep learning algorithms are a part of a wider family of machine learning and pos-

 perform the assigned task. 
Deep learning algorithms are mainly inheritor of artificial neural network architecture with higher 
number of hidden layers, therefore known as deep neural networks. The popularity of deep learning 
methods and approaches are due to the availability of GPU units (machines with increased chip pro-
cessing abilities), cost reduction in computer hardware, and advancements in the field of machine 
learning algorithms [3]. In the area of machine leaning, deep learning considered as one of the estab-
lished technique as it applied in  many areas including image classification and processing, speech 
and text processing and object detection with very promising results [4]. Deep Learning uses multi-
layer and normally feed forward back propagation neural network to exemplify the abstraction of data 
and for generating a computational model. It follows supervised and unsupervised methods for per-
forming various tasks and acquired varied representation and features in hierarchical manners. 
Though deep learning is a part of machine learning family, there are many differences between these 
two variants. Deep learning algorithms only work well on large amount of data. For smaller amount 
of data, machine learning approaches should be used. Moreover, in machine learning, features are 
required to identify by expert and it is hand-designed. Deep learning algorithm are capable to extract 
the features by them salves. They normally do not require human intervention in this process. Also, 
deep learning algorithms required high-configured machines, normally GPUs as they require long 
time to be trained.  There are major three architectures available used to create deep learning models: 
Convolution Neural Network (CNN), Deep Belief Network (DBN) and Recurrent Neural Network 
(RNN). Deep belief network (DBN) is made up with multiple layers of restricted Boltzmann machine 
(RBM) and represents as a graphical model. The noticeable use of Deep Belief Networks (DBN) is in 
the field of Natural Language Processing (NLP) [5]. Recurrent Neural Network (RNN) is an architec-
ture of deep learning that is mostly used to process sequential data and widely applicable in the area 
of Natural Language Processing, text and speech recognition [6]. Convolutional Neural Network 
(CNN) basically uses neural network architecture and mostly applied for image classification as it 
eliminates manual feature extraction process. It is capable to perform an entire task like classification 
of images without manual intervention [7]. 
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